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#### Abstract

We study existence and uniqueness of solutions for second-order discrete systems of two-point boundary value problem. The approach is based on Perov's fixed point theorem and Schauder ${ }^{\prime}$ fixed point theorem in generalized Banach spaces. To illustrate our theory, some examples are presented.
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## 1 Introduction

The purpose of this paper is to study the following discrete boundary value problems (BVP for short). Let $f, g:[0, N] \times \mathbb{R}^{2} \rightarrow \mathbb{R}$ be continuous,

$$
\begin{gather*}
\frac{\Delta^{2} x_{i}}{\tau^{2}}=f\left(t_{i}, x_{i}, y_{i}\right), i=1,2 \ldots, n-1, \\
\frac{\Delta^{2} y_{i}}{\tau^{2}}=g\left(t_{i}, x_{i}, y_{i}\right), i=1,2 \ldots, n-1,  \tag{1.1}\\
u \frac{\Delta x_{0}}{\tau}+v \frac{\Delta x_{n}}{\tau}=0, u+v \neq 0, \\
\bar{u} \frac{\Delta y_{0}}{\tau}+\bar{v} \frac{\Delta y_{n}}{\tau}=0, \bar{u}+\bar{v} \neq 0, \tag{1.2}
\end{gather*}
$$

where $\tau=\frac{N}{n}<N$; the grid points are denoted by $t_{i}=i \tau$ for $\Delta^{2} x_{i}=x_{i+1}-2 x_{i}+x_{i-1}$ for $i=1,2, \ldots, n . ; u, v, \bar{u}, \bar{v}$ are constants.

BVP serves as a mathematical model and arise in the study of solid state physics, combinatorial analysis, chemical reactions, population dynamics, and so forth. Recently, the existence of solutions for BVPs of difference equations, with various boundary conditions has received increasing attention from many authors (see for example, $[4,5,6,7,8,9,10,11,14,16]$ ). Coskun and Demir [4] investigated the existence and uniqueness of solutions of the BVPs

$$
\begin{array}{ll}
\frac{\Delta x_{i}}{\tau}=f\left(t_{i}, x_{i}\right) & i=0,1 \ldots, n-1,  \tag{1.3}\\
u x_{0}+v x_{n}=w, & u+v \neq 0,
\end{array}
$$
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and

$$
\begin{gather*}
\frac{\Delta^{2} x_{i}}{\tau^{2}}=f\left(t_{i}, x_{i}\right) \quad i=0,1 \ldots, n-1, \\
u x_{0}+v x_{n}=0, \quad u+v \neq 0,  \tag{1.4}\\
\bar{u} \frac{\Delta x_{0}}{\tau}+\bar{v} \frac{\Delta x_{n}}{\tau}=0, \quad \bar{u}+\bar{v} \neq 0 .
\end{gather*}
$$

Banach contraction principle was used in [4] to prove te existence and uniqueness results. In literature, Bolojan et al. [3] studied the existence of solutions to initial value problems for non linear first order differential systems with non linear non local boundary conditions of functional type. Perov, Schauder, and Leray-Schauder were used to prove the existence results.

However, to the best of our knowledge, little work has been done on difference equation in generalized Banach spaces. By following the method used in Bolojan et al. [3], we develop new results of the BVP (1.1) - (1.2) by applying Perov's fixed point theorem and Schauder' fixed point theorem in generalized Banach spaces. Thus we extend and generalize some of the results of Coskun and Demir [4].

This paper is organized as follows. In section 2, we introduce some notations, definitions and basic results. In section 3, we state and prove our main results by using Perov's and Schauder' fixed point theorem.

## 2 Preliminary results

In this section, we will give some basic lemmas, definitions and theorem that will be used throughout this paper.

Definition 2.1. By a vector-valued metric on X we mean a mapping $d: X \times X \rightarrow \mathbb{R}^{n}$ such that
(i) $d(u, v) \geq 0$ for all $u, v \in X$ and if $d(u, v)=0$ then $u=v$;
(ii) $d(u, v)=d(v, u)$ for all $u, v \in X$;
(iii) $d(u, v) \leq d(u, w)+d(w, v)$ for all $u, v, w \in X$.

Here, if $x, y \in \mathbb{R}^{n}, x=\left(x_{1}, x_{2}, \ldots, x_{n}\right), y=\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ by $x \leq y$ we mean $x_{i} \leq y_{i}$ for $i=$ $1,2, \ldots, n$. We call the pair $(X, d)$ a generalized metric space with

$$
d(\mathbf{x}, \mathbf{y}):=\left(\begin{array}{c}
d_{1}(\mathbf{x}, \mathbf{y}) \\
\cdot \\
\cdot \\
\cdot \\
d_{n}(\mathbf{x}, \mathbf{y})
\end{array}\right)
$$

where $d_{i}, i=1,2, \ldots, n$ is a metric on $X$. Notice that $d$ is generalized metric space on $X$ if and only if $d_{i}, i=1,2, \ldots, n$ are metrics on $X$.

Let $X:=\mathbb{R}^{n+1}$. We consider the vector-valued norm

$$
\|(\mathbf{x}, \mathbf{y})\|=\left[\begin{array}{l}
|\mathbf{x}|  \tag{2.1}\\
|\mathbf{y}|
\end{array}\right],
$$

for $(\mathbf{x}, \mathbf{y}) \in X \times X$. Also $|\mathbf{x}|=\max _{i=0, \ldots, n}\left|x_{i}\right|$ for $\mathbf{x} \in X$, and define

$$
d(\mathbf{x}, \mathbf{y}):=\|\mathbf{x}-\mathbf{y}\| \quad \text { for all } \mathbf{x}, \mathbf{y} \in X
$$

The pair $(X, d)$ is called a generalized Banach space. For such a space convergence and completeness are similar to those in usual metric spaces.
Definition 2.2. A square matrix $M$ with the non negative elements is said to be convergent to zero if

$$
M^{k} \rightarrow 0 \text { as } k \rightarrow \infty
$$

The property of being convergent to zero is equivalent to the following conditions from the characterisation lemma below (see $[1,2,12,13,15,17]$ ).
Lemma 2.3. Let $M$ be a square matrix of non negative numbers. The following statements are equivalent:
(i) $M$ is a matrix convergent to zero;
(ii) $I-M$ is non singular and $(I-M)^{-1}=I+M+M^{2}+\ldots$ (where $I$ stands for the unit matrix of the same order as $M$ );
(iii) the eigenvalues of $M$ are located inside the unit disc of the complex plane;
(iv) $I-M$ is non singular and $(I-M)^{-1}$ has non negative elements.

Note that, according to the equivalence of the statement $(i)$ and $(i v)$, a matrix $M$ is convergent to zero if and only if the matrix $I-M$ is inverse-positive.

Definition 2.4. Let $(X, d)$ be a generalized metric space. An operator $N: X \rightarrow X$ is said to be contractive if there exists a convergent to zero matrix $M$ such that

$$
\begin{equation*}
d(N(x), N(y)) \leq M d(x, y), \forall x, y \in X \tag{2.2}
\end{equation*}
$$

Theorem 2.5. (Schauder). Let $X$ be a Banach space, $D \subset X$ a non empty closed bounded convex set and $T: D \rightarrow D$ a completely continuous operator (i.e. $T$ is continuous and $T(D)$ is relatively compact. Then $T$ has at least one fixed point).

## 3 Existence results

In this section, we present the existence of solutions to the problem (1.1) - (1.2) follows from Perov's fixed point theorem in case that non linearity $f, g$ and the functional $a_{i}, b_{i}, i=1,2$ satisfy Lipschitz condition.
The problem (1.1) - (1.2) can be rewrite as a system of summation equation of the form

$$
\begin{array}{ll}
x_{i}=h^{2} \sum_{j=1}^{n-1} \sum_{k=1}^{n} G_{1}(i, j, k) f\left(t_{j}, x_{j}, y_{j}\right), & i=0,1 \ldots, n \\
y_{i}=h^{2} \sum_{j=1}^{n-1} \sum_{k=1}^{n} G_{2}(i, j, k) f\left(t_{j}, x_{j}, y_{j}\right), & i=0,1 \ldots, n \tag{3.1}
\end{array}
$$

which is explicitly given by [4],

$$
G_{1}(i, j, k)= \begin{cases}\frac{u}{u+v} G(k, j) & \text { for } 1 \leq k \leq i \\ -\frac{v}{u+v} G(k, j) & \text { for } i+1 \leq k \leq n\end{cases}
$$

and

$$
G_{2}(i, j, k)= \begin{cases}\frac{\bar{u}}{\bar{u}+\bar{v}} G(k, j) & \text { for } 1 \leq k \leq i \\ -\frac{\bar{v}}{\bar{u}+\bar{v}} G(k, j) & \text { for } i+1 \leq k \leq n\end{cases}
$$

The system (3.1) can be viewed as the following fixed point problem

$$
\mathbf{T}(\mathbf{x}, \mathbf{y})=(\mathbf{x}, \mathbf{y})
$$

for all $(\mathbf{x}, \mathbf{y}) \in X \times X$ so that

$$
\mathbf{T}(\mathbf{x}, \mathbf{y})=\binom{T_{1}(\mathbf{x}, \mathbf{y})_{0}, \ldots, T_{1}(\mathbf{x}, \mathbf{y})_{n}}{T_{2}(\mathbf{x}, \mathbf{y})_{0}, \ldots, T_{2}\left(\mathbf{x}, \mathbf{y}_{n}\right.} .
$$

We define the operator $\mathbf{T}$ in a component wise, where

$$
\begin{aligned}
T_{1}(\mathbf{x}, \mathbf{y})_{i}:=h^{2} \sum_{j=1}^{n-1} \sum_{k=1}^{n} G_{1}(i, j) f\left(t_{j}, x_{j}, y_{j}\right), & i=0,1, \ldots, n \\
T_{2}(\mathbf{x}, \mathbf{y})_{i}=h^{2} \sum_{j=1}^{n-1} \sum_{k=1}^{n} G_{2}(i, j) g\left(t_{j}, x_{j}, y_{j}\right), & i=0,1, \ldots, n
\end{aligned}
$$

for all $(\mathbf{x}, \mathbf{y}) \in X \times X$. Also define

$$
S_{l}=\max \left|G_{l}(i, j)\right|
$$

for $l=1,2$.
We state and prove our theorem concerning the existence and uniqueness of solution to the problems (1.1) - (1.2).

Theorem 3.1. Let $f, g:[0, N] \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ be continuous and $u+v \neq 0, \bar{u}+\bar{v} \neq 0$. There are constants $a_{1}, a_{2}, b_{1}, b_{2}>0$ such that

$$
\begin{array}{r}
|f(t, x, y)-f(t, \bar{x}, \bar{y})| \leq a_{1}|x-\bar{x}|+b_{1}|y-\bar{y}|, \\
|g(t, x, y)-g(t, \bar{x}, \bar{y})| \leq a_{2}|x-\bar{x}|+b_{2}|y-\bar{y}|, \tag{3.3}
\end{array}
$$

for all $t \in[0, N],(x, y) \in \mathbb{R}^{2}$.
Assume that the matrix

$$
M=\left[\begin{array}{ll}
m S_{1} a_{1} & m S_{1} b_{1}  \tag{3.4}\\
m S_{2} a_{2} & m S_{2} b_{2}
\end{array}\right],
$$

is convergent to zero. Then the problem (1.1) - (1.2) has a unique solution.

Proof. Define the operator

$$
\mathbf{T}=\left(T_{1}, T_{2}\right): X \times X \rightarrow X \times X
$$

where $T_{1}, T_{2}$ are given by

$$
\begin{aligned}
T_{1}(\mathbf{x}, \mathbf{y})_{i}:=h^{2} \sum_{j=1}^{n-1} \sum_{k=1}^{n} G_{1}(i, j) f\left(t_{j}, x_{j}, y_{j}\right), & i=0,1, \ldots, n \\
T_{2}(\mathbf{x}, \mathbf{y})_{i}=h^{2} \sum_{j=1}^{n-1} \sum_{k=1}^{n} G_{2}(i, j) g\left(t_{j}, x_{j}, y_{j}\right), & i=0,1, \ldots, n
\end{aligned}
$$

for all $(\mathbf{x}, \mathbf{y}) \in X \times X$.
We prove that $T$ is contractive with respect to the convergent to zero matrix $M$, precisely

$$
\|\mathbf{T}(\mathbf{x}, \mathbf{y})-\mathbf{T}(\overline{\mathbf{x}}, \overline{\mathbf{y}})\| \leq\left(\begin{array}{ll}
h^{2} n S_{1} a_{1} & h^{2} n S_{1} b_{1} \\
h^{2} n S_{2} a_{2} & h^{2} n S_{2} b_{2}
\end{array}\right)\left[\begin{array}{l}
|\mathbf{x}-\overline{\mathbf{x}}| \\
|\mathbf{y}-\overline{\mathbf{y}}|
\end{array}\right] .
$$

We have

$$
\begin{align*}
\left|T_{1}(\mathbf{x}, \mathbf{y})_{i}-T_{1}(\overline{\mathbf{x}}, \overline{\mathbf{y}})_{i}\right| & \leq h^{2} \sum_{j=1}^{n-1} \sum_{k=1}^{n}\left|G_{1}(i, j)\right|\left|f\left(t_{j}, x_{j}, y_{j}\right)-f\left(t_{j}, \bar{x}_{j}, \bar{y}_{j}\right)\right| \\
& \leq h^{2} \sum_{j=1}^{n-1} \sum_{k=1}^{n}\left|G_{1}(i, j)\right|\left[a_{1}\left|x_{j}-\bar{x}_{j}\right|+b_{1}\left|y_{j}-\bar{y}_{j}\right|\right] \\
& \leq h^{2} n S_{1}\left[a_{1}|\mathbf{x}-\overline{\mathbf{x}}|+b_{1}|\mathbf{y}-\overline{\mathbf{y}}|\right] \tag{3.5}
\end{align*}
$$

for $i=0,1, \ldots, n$. Similarly we obtain

$$
\begin{align*}
\left|T_{2}(\mathbf{x}, \mathbf{y})_{i}-T_{2}(\overline{\mathbf{x}}, \overline{\mathbf{y}})_{i}\right| & \leq h^{2} \sum_{j=1}^{n-1} \sum_{k=1}^{n}\left|G_{2}(i, j)\right|\left|g\left(t_{j}, x_{j}, y_{j}\right)-g\left(t_{j}, \bar{x}_{j}, \bar{y}_{j}\right)\right| \\
& \leq h^{2} \sum_{j=1}^{n-1} \sum_{k=1}^{n}\left|G_{2}(i, j)\right|\left[a_{2}\left|x_{j}-\bar{x}_{j}\right|+b_{2}\left|y_{j}-\bar{y}_{j}\right|\right] \\
& \leq h^{2} n S_{2}\left[a_{2}|\mathbf{x}-\overline{\mathbf{x}}|+b_{2}|\mathbf{y}-\overline{\mathbf{y}}|\right] \tag{3.6}
\end{align*}
$$

for $i=0,1, \ldots, n$. We can rewrite both inequalities (3.5) and (3.6) equivalently as

$$
\left[\begin{array}{l}
\left|T_{1}(\mathbf{x}, \mathbf{y})_{i}-T_{1}(\overline{\mathbf{x}}, \overline{\mathbf{y}})_{i}\right| \\
\left|T_{2}(\mathbf{x}, \mathbf{y})_{i}-T_{2}(\overline{\mathbf{x}}, \overline{\mathbf{y}})_{i}\right|
\end{array}\right] \leq\left(\begin{array}{ll}
h^{2} n S_{1} a_{1} & h^{2} n S_{1} b_{1} \\
h^{2} n S_{2} a_{2} & h^{2} n S_{2} b_{2}
\end{array}\right)\left[\begin{array}{l}
|\mathbf{x}-\overline{\mathbf{x}}| \\
|\mathbf{y}-\overline{\mathbf{y}}|
\end{array}\right]
$$

or using the vector-valued norm

$$
\|\mathbf{T}(\mathbf{x}, \mathbf{y})-\mathbf{T}(\overline{\mathbf{x}}, \overline{\mathbf{y}})\| \leq M\left[\begin{array}{l}
|\mathbf{x}-\overline{\mathbf{x}}| \\
|\mathbf{y}-\overline{\mathbf{y}}|
\end{array}\right]
$$

with

$$
M=\left(\begin{array}{ll}
h^{2} n S_{1} a_{1} & h^{2} n S_{1} b_{1} \\
h^{2} n S_{2} a_{2} & h^{2} n S_{2} b_{2}
\end{array}\right) .
$$

The result follows now from Perov's fixed point theorem.
Q.E.D.

Next in this section, we show the existence of solution to the problem (1.1), (1.2) follows from Scahuder's fixed point theorem in case $f, g$ satisfy a relaxed growth condition.

Theorem 3.2. Let $f, g:[0, N] \times \mathbb{R}^{2} \rightarrow \mathbb{R}$ be continuous. There are constants $a_{1}, a_{2}, b_{1}, b_{2}>0$ such that

$$
\begin{align*}
& |f(t, x, y)| \leq a_{1}|x|+b_{1}|y|+k_{1},  \tag{3.7}\\
& |g(t, x, y)| \leq a_{2}|x|+b_{2}|y|+k_{2} \tag{3.8}
\end{align*}
$$

for all $t \in[0, N],(x, y) \in \mathbb{R}^{2}$. If the matrix $M$ is given in (3.4) is convergent to zero, then the problem (1.1) - (1.2) has at least one solution.

Proof. To apply the Schauder's fixed point theorem, we show that a non empty, bounded, closed and convex subset $B$ of $X \times X, \mathbf{T}(B) \subset B$. Applying (3.7) and (3.8), we get

$$
\begin{aligned}
\left|T_{1}(\mathbf{x}, \mathbf{y})_{i}\right| & =\left|h^{2} \sum_{j=1}^{n-1} \sum_{k=1}^{n} G_{1}(i, j) f\left(t_{j}, x_{j}, y_{j}\right)\right| \\
& \leq h^{2} n S_{1}\left[a_{1}\left|x_{j}\right|+b_{1}\left|y_{j}\right|+k_{1}\right] \\
& \leq h^{2} n S_{1}\left[a_{1}|\mathbf{x}|+b_{1}|\mathbf{y}|\right]+h^{2} n S_{1} k_{1}
\end{aligned}
$$

for $i=0,1 \ldots, n$. Similarly we obtain

$$
\begin{aligned}
&\left|T_{2}(\mathbf{x}, \mathbf{y})_{i}\right|=\left|h^{2} \sum_{j=1}^{n-1} \sum_{k=1}^{n} G_{2}(i, j) g\left(t_{j}, x_{j}, y_{j}\right)\right| \\
& \leq h^{2} n S_{2}\left[a_{2}\left|x_{j}\right|+b_{2}\left|y_{j}\right|+k_{2}\right] \\
& \leq h^{2} n S_{2}\left[a_{2}|\mathbf{x}|+b_{2}|\mathbf{y}|\right]+h^{2} n S_{2} k_{2} . \\
& {\left[\begin{array}{l}
\left|T_{1}(\mathbf{x}, \mathbf{y})_{i}\right| \\
\left|T_{2}(x, y)_{i}\right|
\end{array}\right] \leq M\left[\begin{array}{l}
|\mathbf{x}| \\
|\mathbf{y}|
\end{array}\right]+\left[\begin{array}{c}
c_{0} \\
C_{0}
\end{array}\right], }
\end{aligned}
$$

where $M$ is given by (3.4) and is assumed to be convergent to zero, $c_{0}=h^{2} n S_{1} k_{1}$ and $C_{0}=h^{2} n S_{2} k_{2}$. Next for $|\mathbf{x}| \leq R_{1}$ and $|\mathbf{y}| \leq R_{2}$, we show $\left|T_{1}(\mathbf{x}, \mathbf{y})_{i}\right| \leq R_{1},\left|T_{2}(\mathbf{x}, \mathbf{y})_{i}\right| \leq R_{2}$ for $i=0, \ldots, n$. To this end it is sufficient that

$$
M\left[\begin{array}{l}
R_{1} \\
R_{2}
\end{array}\right]+\left[\begin{array}{l}
c_{0} \\
C_{0}
\end{array}\right] \leq\left[\begin{array}{l}
R_{1} \\
R_{2}
\end{array}\right]
$$

whence

$$
(1-M)^{-1}\left[\begin{array}{l}
c_{0} \\
C_{0}
\end{array}\right] \leq\left[\begin{array}{l}
R_{1} \\
R_{2}
\end{array}\right]
$$

Notice that $1-M$ is invertible and its inverse $(1-M)^{-1}$ has non negative element since $M$ is convergent to zero. If $B=B_{1} \times B_{2}$, where

$$
B_{1}=\left\{\mathbf{x} \in X:|\mathbf{x}| \leq R_{1}\right\}
$$

and

$$
B_{2}=\left\{\mathbf{y} \in X:|\mathbf{y}| \leq R_{2}\right\}
$$

then $\mathbf{T}(B) \subset B$. Therefore $\mathbf{T}$ has a fixed point in B .
Q.E.D.

## 4 Some examples

In what follows, we will give two examples that illustrate our theory.
Example 4.1. Consider the special case of (1.1), (1.2) with:

$$
\begin{aligned}
& f(t, x, y)=\frac{1}{5} \cos ^{2} x+\frac{2}{3} \sin y+t \\
& g(t, x, y)=\frac{1}{4} \sin ^{2} x+\frac{1}{2} \cos y+t
\end{aligned}
$$

Consider the step size $\tau=\frac{1}{n}$ where $n=10, u=2, v=4, \bar{u}=3$ and $\bar{v}=2$. We have $a_{1}=\frac{1}{5}, b_{1}=$ $\frac{2}{3}, a_{2}=\frac{1}{4}$ and $b_{2}=\frac{1}{2}$. Hence

$$
M=\left[\begin{array}{cc}
\frac{1}{75} & \frac{2}{45}  \tag{4.1}\\
\frac{3}{200} & \frac{3}{100}
\end{array}\right]
$$

Since the eigenvalues of $M$ are $\lambda_{1}=0.049, \lambda_{2}=-0.005$, the matrix (4.1) is convergent to zero if $\left|\lambda_{1}\right|<1$ and $\left|\lambda_{2}\right|<1$ and from Theorem 3.1 the associated discrete boundary value problem has at least one solution.
Example 4.2. Consider the special case of (1.1) - (1.2) with:

$$
\begin{aligned}
& f(t, x, y)=\frac{1}{2} \cos ^{2} x+a y+t \\
& g(t, x, y)=a \sin ^{2} x+\frac{1}{2} y+t .
\end{aligned}
$$

Consider the step size $\tau=\frac{1}{n}$ where $n=10, u=1, v=2, \bar{u}=4$ and $\bar{v}=2$. We have $a_{1}=\frac{1}{2}, b_{1}=$ $|a|, a_{2}=|a|$ and $b_{2}=\frac{1}{2}$. Hence

$$
M=\left[\begin{array}{cc}
\frac{1}{30} & \frac{|a|}{15}  \tag{4.2}\\
\frac{|a|}{15} & \frac{1}{30}
\end{array}\right]
$$

Since the eigenvalues of $M$ are $\lambda_{1}=\frac{|a|}{15}+\frac{1}{30}, \lambda_{2}=-\frac{|a|}{15}+\frac{1}{30}$, the matrix (4.2) is convergent to zero if $\left|\lambda_{1}\right|<1$ and $\left|\lambda_{2}\right|<1$. It is also known that a matrix of this type is convergent to zero if $\frac{|a|}{15}+\frac{1}{30}<1$. This condition is explained in [13]. Therefore, if $|a|<\frac{29}{2}$, then the matrix (4.2) is convergent to zero and from Theorem 3.1 the associated discrete boundary value problem has a unique solution.
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